So far i managed to do the following configuration in the apache server, but i keep getting those error messages:
1) when running "kinit host/server_name" on the unix machine:
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Command "Kinit host . ..
failed with return cade 1 and error message

Kinit(v5): Client nat faund in Kerberas database while getting initial credentials

OK





2) when running "klist" on the unix machine:
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Command "Kist"

failed with return cade 1 and error message

Kiist: No credentials cache found (ticket cache FILE:/tmprkrbSee_0)
Kiist: YYou have no tickets cached

OK





So far I have changed those files as showed bellow: 
(subversion.conf, krb5.conf , kdc.conf , auth_kerb.conf)

I also generated a key using this command:(my domain is XXX.LOCAL)
ktpass -princ HTTP/server_name@XXX.LOCAL -mapuser lx1 -pass lx1 -out c:\temp\ mod_auth_kerb.keytab
In the setup of the unix machine I have changed it to work with Kerberos authentication , but I didn't rebooted the machine yet, Do I really need this setup function, in order for the apache server to work with Kerberos?

Here is how the files I have changed looks like:
1) My "subversion.conf" looks like this:
</Location>
# KERB  AUTH
<Location /Sqa>  
   Options All Indexes
   Order allow,deny
   Allow from all
   DAV svn
   ## change the following to the path that store all the repositories 
   SVNParentPath /elc/SVN/repos/Sqa
   SVNIndexXSLT "/svnindex.xsl"
   SVNListParentPath On
   # only authenticated users may access the repository
   # how to authenticate a user
  AuthType Kerberos
  KrbMethodNegotiate On
  KrbMethodK5Passwd Off
  KrbAuthRealms XXX.LOCAL
  Krb5KeyTab /etc/httpd/conf/mod_auth_kerb.keytab
  AuthName "Subversion Repository Sqa"
   #change the following to the path that store the file svn-access.lst (you can rename it to other name)
   AuthzSVNAccessFile /elc/SVN/conf/sqa_svn_access_file
   require valid-user
</Location>
2) My krb5.conf file looks like this:
[logging]
 default = FILE:/var/log/krb5libs.log
 kdc = FILE:/var/log/krb5kdc.log
 admin_server = FILE:/var/log/kadmind.log
[libdefaults]
 default_realm = XXX.LOCAL
 dns_lookup_realm = false
 dns_lookup_kdc = false
 ticket_lifetime = 24h
 forwardable = yes
[realms]
 XXX.LOCAL = {
  kdc = YYY-dc01.XXX.local:88
  admin_server = YYY-dc01.XXX.local:749
  default_domain = XXX.local
 }
[domain_realm]
 .XXX.local = XXX.LOCAL
 XXX.local = XXX.LOCAL
[kdc]
 profile = /var/kerberos/krb5kdc/kdc.conf
[appdefaults]
 pam = {
   debug = false
   ticket_lifetime = 36000
   renew_lifetime = 36000
   forwardable = true
   krb4_convert = false
 }

3) My kdc.conf file looks like this :( what is the connection to the krb5.conf ????)
[kdcdefaults]
 acl_file = /var/kerberos/krb5kdc/kadm5.acl
 dict_file = /usr/share/dict/words
# admin_keytab = /var/kerberos/krb5kdc/kadm5.keytab
 admin_keytab = /etc/httpd/conf/mod_auth_kerb.keytab
 v4_mode = nopreauth
[realms]
 XXX.LOCAL = {
  #master_key_type = des3-hmac-sha1
  supported_enctypes = des3-hmac-sha1:normal arcfour-hmac:normal des-hmac-sha1:normal des-cbc-md5:normal des-cbc-crc:normal des-cbc-crc:v4 des-cbc-crc:afs3
 }

4) My auth_kerb.conf file looks like this:
#
# The mod_auth_kerb module implements Kerberos authentication over
# HTTP, following the "Negotiate" protocol.
# 
LoadModule auth_kerb_module modules/mod_auth_kerb.so
